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Abstract

Wireless sensor networks (WSNs) have a vast field of applications, including environment monitor-
ing, battlefield surveillance and target tracking systems. As WSNs are usually deployed in remote
or even hostile environments and sensor nodes are prone to node compromise attacks, the adoption
of dynamic key management is extremely important. However, the resource-constrained nature
of sensor nodes hinders the use of dynamic key management solutions designed for wired and ad
hoc networks. Hence, many dynamic key management schemes have been proposed for WSNs
recently. This paper investigates the special requirements of dynamic key management in sensor
network environments, and introduces several basic evaluation metrics. In this work, the state
of the art dynamic key management schemes are classified into different groups and summarized
based on the evaluation metrics. Finally, several possible future research directions for dynamic
key management are provided.

Keywords: Dynamic key management, Wireless sensor networks, Security, Rekeying, Key
revocation

1. Introduction

A wireless sensor network (WSN) consists of a large number of sensor nodes, which are pow-
ered by batteries, equipped with sensing, data processing and short-range radio communication
components [1]. The applications of WSNs range from the most popular ones, like environment
monitoring and home automation, to more demanding ones in military or security areas, like bat-
tlefield surveillance, targeting and target tracking systems. However, the wireless connectivity,
the close interaction among sensor nodes and their unattended operation, as well as the absence
of physical protection make WSNs vulnerable to a wide range of network-level attacks and even
physical damage [2]. Even though sensor nodes can be equipped with built-in tamper-resistance
mechanisms, the memory chips are still suffering from various memory read-out vulnerabilities [3].

Key management is a core mechanism to ensure security in network services and applications
of WSNs. Key management can be defined as a set of processes and mechanisms that support key
establishment and the maintenance of ongoing keying relationships between valid parties according
to a security policy [4]. Since sensor nodes in WSNs have constraints in their computational power
and memory capability, security solutions designed for wired and ad hoc networks are not suitable
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for WSNs. The goal of key management in WSNs is to solve the problem of creating, distributing
and maintaining those secret keys. Hence, techniques for reliable distribution and management of
these keys are of vital importance for the security in WSNs.

Due to their importance, the key management systems for WSNs have received increasing
attention in scientific literature, and numerous key management schemes have been proposed for
WSNs [5, 6, 7, 8, 9]. Depending on the ability to update the cryptographic keys of sensor nodes
during their run time (rekeying), these schemes can be classified into two different categories:
static and dynamic. In static key management, the principle of key pre-distribution is adopted,
and keys are fixed for the whole lifetime of the network. However, as a cryptographic key is
used for a long time, its probability of being attacked increases significantly. Instead, in dynamic
key management, the cryptographic keys are refreshed throughout the lifetime of the network.
Dynamic key management is regarded as a promising key management in sensor networks. Dynamic
key management is a set of processes used to perform rekeying either periodically or on demand
as needed by the network. Since the keys of compromised nodes are revoked in the rekeying
process, dynamic key management schemes enhance network survivability and network resilience
dramatically.

1.1. Related work and contribution

Although many quality survey papers have been presented in the field of key management
of WSNs, the scope of the survey presented in this paper still differs from the existing surveys
in many aspects. For the last decade, researchers have started to focus their interest on key
management. Numerous review papers including [10, 11, 12, 13, 14] are available, where the authors
have examined and surveyed key pre-distribution schemes for key management. Further, [15]
classified key management schemes based on attack models, [16] discussed application dependent
key management schemes in WSNs, [17] categorized key management schemes into public key
schemes, key pre-distribution schemes, dynamic key management and hierarchical key management,
[18] organized key management schemes based on different key encryption mechanisms and [19]
focused on key management in cluster-based sensor network architecture. However, to the best of
our knowledge, no review paper is available where dynamic key management schemes are classified
and discussed thoroughly. Considering the importance of dynamic key management in WSNs, a
comprehensive survey becomes necessary at this stage.

In this paper, the state of the art dynamic key management schemes are classified into two
categories: distributed schemes and centralized schemes, based on whether a central key controller
is involved for new key generation or distribution. Then each category is further divided into
several subcategories based on the cryptographic primitives and network structures. The purpose
of this study is to provide a detailed view of dynamic key management schemes and to identify
research directions that can be further pursued.

The rest of this paper is organized as follows: Section 2 introduces the basic requirements and
evaluation metrics that should be considered when designing WSN-oriented dynamic key manage-
ment solutions. Section 3 overviews the existing work in the area of dynamic key management.
Section 4 outlines a summary of the surveyed schemes according to given evaluation metrics and
points out future research directions in this field. Finally, conclusions are provided in Section 5.
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2. Basic requirements and evaluation metrics

Dynamic key management can be considered as a branch of key management. All key manage-
ment schemes should fulfill the following traditional security requirements: confidentiality, authen-
tication, freshness, integrity and non-repudiation. The same holds for dynamic key management
schemes. In addition, according to the features and the application environment of dynamic key
management, some particular evaluation measurements are highlighted. Therefore, this section de-
fines the most common metrics used for evaluating dynamic key management techniques in wireless
sensor networks. In [13], evaluation metrics for pre-distribution key management are classified as
security, efficiency and flexibility, according to the constraints of sensor nodes and networking.
Based on this classification and the unique features of dynamic key management, we present the
basic requirements and evaluation metrics for dynamic key management. It has to be noted that
among the following metrics, node revocation, forward and backward secrecy, collusion resistance
and key connectivity are only applicable for dynamic key management schemes, while the other
metrics can also be applied to static key management schemes.

2.1. Security metrics

Dynamic key management schemes must provide the cryptographic keys in a secure manner,
thwarting the activities of malicious nodes inside a network. Upon detecting a compromised sensor
node, the current secret key of the compromised sensor node must be revoked and a new one must
be generated and distributed to its associated sensor nodes, except the compromised one. Moreover,
it is desirable for a dynamic key management scheme to maintain not only forward and backward
secrecy, but also collusion resistance between the newly joined nodes and the compromised ones.
In addition, resilience against node capture and node replication needs to be provided.

1. Node revocation. Once compromised sensor nodes are detected, an effective solution should
be able to revoke them promptly from the network. Such mechanisms are useful to prevent a
compromised node from deviating the network behavior by injecting false data or modifying data
of trusted nodes.

2. Forward and backward secrecy. Forward secrecy is used to prevent a node from using an
old key to continue decrypting new messages [20]. Backward secrecy is the opposite, it is used to
prevent a node with the new key from going backwards in time to decipher previously received
messages encrypted with prior keys [20]. Both forward and backward secrecy are used to defeat
node capture attacks.

3. Collusion resistance. An adversary might attack the network by compromising a number of
nodes in the network, making these nodes collude and collaboratively reveal all system keys and
consequently capture the entire network. A good dynamic key establishment technique must resist
the collusion of newly joined and compromised nodes.

4. Resilience. Resilience indicates the resistance against node capture, where the adversary
physically attacks a sensor node and tries to recover secret information from its memory. It
measures the impact of one captured node on the rest of the network. The resilience of a key
management system is high if an adversary cannot affect any node except the captured one. In
contrast, the resilience is low if the capture of a single node leads to the compromise of the whole
network.

2.2. Efficiency metrics

The number of message transmissions for rekeying, the required number of the cryptographic
keys and the amount of operations must be kept as low as possible, meanwhile, the size of the
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cryptographic keys should be as short as possible. This prevents the network size from being
bounded by the available energy resources and storage capacities of each node. The dynamic key
distribution itself shall not put a heavy burden on the inherent resource-constrained sensor nodes
in terms of:

1. Memory. The amount of memory required to store security credentials, such as keys (e.g.,
public/private keys, pairwise keys), a “user” certificate (e.g., IDs) and “trusted” certificates (e.g.,
neighboring nodes’ reputation).

2. Bandwidth. The number and size of messages exchanged for the key generation process,
node replenishment and node eviction.

3. Energy. The energy consumption involved in the key agreement process, data transmission
and reception, as well as the computational procedure for the generation and distribution of new
keys.

2.3. Flexibility metrics

Key establishment techniques should be flexible enough to function well in the wide range of
scenarios covered by WSN applications. The most important flexibility metrics are:

1. Mobility. Most of the network architectures assume that sensor nodes are stationary (no
movement). However, mobility of base stations or sensor nodes or both is necessary in certain
applications [21]. Therefore, the key establishment should be able to distribute new keys to moved
nodes, allowing them to communicate with their new neighbors. Key generation and distribution
for moving nodes is more challenging, since mobility capacity becomes an important issue, in
addition to energy and bandwidth.

2. Scalability. The number of sensor nodes deployed in the sensing area may in the order of
hundreds or even thousands. Moreover, during the whole lifetime of the sensor network, nodes
can join or leave. Thus, dynamic key management solutions should be scalable to different net-
work sizes. Meanwhile, the security and efficiency features for small networks are required to be
maintained when applied to larger ones.

3. Key connectivity. Key connectivity is defined as the probability that two nodes (or more)
are able to establish keys after rekeying. Local connectivity considers the connectivity between any
pair of neighboring nodes. In contrast, global connectivity refers to the connectivity of the whole
network. In order to provide security continuity, high key connectivity after each rekeying process
is essential.

3. Dynamic key management schemes in WSNs

This section reviews the state of the art dynamic key management schemes for WSNs. In
general, according to whether a central key controller is involved for new key generation or distri-
bution, almost all of the dynamic key management schemes can be classified as either distributed
or centralized. On the one hand, according to the different cryptographic primitives that they
are based on, the existing distributed dynamic key management can further be classified into
three categories, namely, EBS-based, polynomial secret-sharing-based and deterministic sequence-
number-based. On the other hand, centralized dynamic key management can also be classified into
flat network-based, hierarchical network-based or heterogeneous network-based, according to their
network structures.

In this paper, we discuss the major dynamic key management schemes proposed to date for
WSNs, and highlight the security and performance properties of each scheme. Figure 1 shows
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Figure 1: Classification, schemes and references

this classification, as well as a complete list of all the schemes considered in this survey and their
references.

3.1. Distributed dynamic key management schemes

Distributed dynamic key management is a set of processes, in which no central key controller,
such as a base station or third party, is involved in the rekeying process of sensor nodes. Instead,
the key management is handled by multiple key controllers, which can either be predetermined or
dynamically assigned.

Distributed dynamic key management schemes avoid a single point of failure and allow for
better network scalability. However, they are prone to design errors because compromised sensor
nodes can participate in node eviction process. In this subsection, distributed dynamic key manage-
ment schemes are categorized into EBS-based, polynomial secret-sharing-based and deterministic
sequence-number-based, according to different cryptographic primitives they are based on.

3.1.1. EBS-based key update schemes

The Exclusion Basis System (EBS) [40] is a combinatorial formulation of the group key man-
agement problem in wireless sensor networks. In EBS-based schemes, each node ni is assigned k
keys out of a pool of size P = k + m (1 < k,m < n, where n is the number of sensor nodes in
the network). Rekeying is triggered either periodically or once one or more nodes are captured
(or suspected to be captured). In the rekeying process, replacement keys are generated, encrypted
with all the m keys unknown to the captured nodes and finally distributed to other nodes that
collectively know the m keys [40].

A distributed key management scheme [22], which has the attributes, Scalable, Hierarchical,
Efficient, Location-aware and Lightweight (SHELL), is based on EBS. In SHELL, sensor nodes are
grouped into clusters Ci, (0 < i ≤ n, where n is the number of nodes in a cluster) and rekeying
only occurs within these clusters. The network considered in SHELL consist of a command node,
cluster heads (CHs), gateways and sensor nodes. The command node is assumed to be resource-
rich and cannot be compromised. In SHELL, after bootstrapping, the gateway decides the number
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of administrative keys needed for a cluster, afterwards, it sends the list of nodes along with the
EBS table of key combinations to the command node. The command node designates a number of
gateways for each cluster Ci to generate administrative keys. After generation, the key generation
gateways encrypt and send these keys to the cluster head GCH [i], which then decrypts these
messages and broadcasts their contents to the member nodes of its cluster.

To refresh communication key(s), the cluster head GCH [i] sends the new communication key(s)
to its two key-generating gateways, which in turn encrypt them using the administrative keys of
the sensor nodes and send the encrypted message to GCH [i]. Finally, GCH [i] forwards the new
communication key(s) to the nodes of its cluster. The administrative key(s) can also be changed in
the similar way. Once a gateway is compromised, its recovery can be handled by either deploying
a new gateway or by redistributing the nodes of the compromised gateway’s cluster among other
uncompromised gateways. If one sensor node in a cluster is compromised or fails to work, the data
keys of the whole cluster must be changed. The EBS-based rekeying procedure is applied to evict
the compromised sensor nodes. However, the EBS-based key management is prone to collusion
attacks [41], which is particularly true when the value of m is selected to be relatively small (to
minimize rekeying traffic). SHELL proposed a collusion prevention heuristic key assignment to
increase the number of colluding nodes for capturing the whole network. Nodes in a close physical
proximity are assigned key combinations with a lower Hamming distance than those far apart. To
avoid the assignment of key combinations with a high Hamming distance to two neighboring nodes
that share the same parent, swapping of the key combinations is exploited between the node under
consideration and any node possesses previously assigned combinations.

Despite the successful rekeying and collusion prevention of SHELL, it has a number of draw-
backs. Firstly, its structure and operation are highly complex: heterogeneous node operations and
multiple (at least seven) types of keys are used. Due to its complexity, the energy consumption
and cryptographic overhead are relatively high compared to other schemes. Secondly, it is sup-
posed that the physical location of the nodes is known, however, the location information is not
necessarily available in high density networks. Thirdly, by swapping key combinations, the prob-
ability for two sensor nodes that are neighbors and have the same parent to share the same key
combinations increases, as these combinations have the minimal Hamming distance. As a result,
the number of colluding neighboring nodes increases. Thus, capturing few nodes reveals most of
the keys and consequently the entire network can be captured. [42] proposed a Hamming distance
based dynamic key management to address this problem. Finally, SHELL relies on a centralized
key generation gateway to perform rekeying. Consequently, the capture of key generation gateways
provides the adversary more sensor node keys than the capture of a regular sensor node.

LOcalized Combinatorial Keying (LOCK) [23] is also an EBS-based dynamic key management
scheme. This WSN model consists of a three level hierarchy, the base station (BS) at the top,
followed by cluster leader nodes (CLs), then regular sensor nodes. In LOCK, no location informa-
tion is used in the generation of new keys. During the initialization phase, sensor nodes of each
cluster establish a set of backup keys shared the base station and these keys are unknown to their
cluster leader. Once one node is captured, other nodes within the same cluster are rekeyed by a
local rekeying mechanism such that the compromised node is unable to communicate with them.
If the compromised node is a cluster head, the base station initiates a rekeying at the cluster head
level. Similarly, nodes within the cluster governed by the compromised cluster leader are rekeyed
with the base station. Unlike any other dynamic key management scheme, in LOCK, the capture
of any node (including cluster leader) does not affect the normal operation of other clusters. Since
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(a) Encrypting the g-polynomial. (b) Distributing shares of e-polynomial.

(c) Collecting shares of e-polynomial. (d) Computing the g-polynomial.

Figure 2: B-PCGR: Polynomial encryption, share distribution and key updating.

nodes are locally rekeyed, LOCK can reduce the time delay and energy consumption used for the
cluster key generation and renewal.

Other EBS-based dynamic key management schemes can be found in [24, 25]. [24] proposed
a batch rekeying scheme which supports three operations for member nodes: join, leave with
collusion-resistant and leave with collusion-free. Compared to SHELL [22], in MUQAMI+ [25],
the responsibility of a CH and a key generation node can be shifted seamlessly from one node to
another. In addition, the collusion problem of EBS-based dynamic key management schemes was
analyzed and a corresponding optimization model was proposed in [43].

3.1.2. Polynomial secret-sharing-based rekeying schemes

PCGR [26], a family of predistribution and local collaboration-based group rekeying was pro-
posed to address the problem of node compromise. In PCGR schemes, sensor nodes are randomly
assigned to multiple groups and the nodes in the same group share an unique key. Two schemes,
basic PCGR (B-PCGR) and cascading PCGR (C-PCGR) were proposed. In B-PCGR, one-hop
neighbors are required to protect their group key polynomials collaboratively. However, if one
node u and a certain threshold number of its one-hop neighbors (µ+1, µ is a parameter picked by
u) are compromised, the group key polynomial is revealed. C-PCGR, in which the shares of one
node are distributed among its multi-hop neighbors, was proposed to address the above mentioned
limitation of B-PCGR and achieve higher resilience against node compromise.

In B-PCGR, before the deployment of sensor nodes, a setup server decides the total number of
groups and every node is preloaded with the group key polynomial (an unique s-degree univariate
g-polynomial) of its group. After neighboring discovery, a sensor node u randomly picks a bivariate
e-polynomial (called encryption polynomial, e.g., eu(x, y)) to encrypt its g-polynomial (e.g., g(x)),
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which results in the encrypted g-polynomial: g′-polynomial (e.g., g′(x)). As shown in Figure 2a,
the encryption is conducted as g′(x) = g(x)+eu(x, y). After encryption, as illustrated in Figure 2b,
node u distributes the shares of eu(x, y) to its direct neighbors vi (0 ≤ i < n, where n is the number
of neighbors). Specifically, each neighbor vi receives a share eu(x, vi) from node u. After the shares
distribution process, each node u keeps g′(x) in its memory and removes eu(x, y) and g(x).

The PCGR is assumed to be loosely time-synchronized and group rekeying is launched by each
node periodically. Each node keeps a variable called the current group key version (denoted as c),
which is initialized as 0 when the node is deployed. When it is time to update group keys, each
innocent node vi increases its current group key version by one, and returns its share eu(c, vi) to
each trusted node u, as shown in Figure 2c. Having received µ+1 shares, which are donated as
{<vi, eu(c, vi)>, i = 0, ..., µ}, u constructs an unique µ-degree polynomial, and finally computes
the new group key g(c) = g′(c)− eu(c, u), as shown in Figure 2d.

The C-PCGR was proposed based on B-PCGR, however, it differs from B-PCGR in the en-
cryption and distribution of the polynomial shares and key updating phases. In C-PCGR, the
e-polynomial shares of a sensor node u are distributed to its multi-hop neighbors, meanwhile, the
e-polynomial shares are distributed/collected in a cascading way. By using a polynomial-based sig-
nature and authentication [26], PCGR can effectively detect false shares injected by an adversary.

However, PCGR schemes have five main weaknesses. First, as each node is required to store
secret shares of its direct neighbors’ e-polynomials, PCGR may not be applicable in networks
with a dense deployment of sensor nodes. Second, although PCGR can reduce the amount of
traffic and relieve traffic congestions by employing a return probability for its neighbors’ share
[26], the communication consumption is still too high to be applied to large-scale networks. Third,
if a certain number of compromised sensor nodes continuously returns false polynomial shares to
a sensor node u, a DoS attack can be launched. Fourth, if a large fraction of a sensor node’s
neighbors are compromised and new sensor nodes are not deployed around it, this sensor node may
not be able to update its group key and thus be isolated. Fifth, in order to allow nodes to send
information during key updating process, the previous group key is still used for communication
among sensor nodes during a threshold time interval after the rekeying operation. In other words,
a revoked node can still use the previous group key to decrypt new messages. Therefore, forward
secrecy is not guaranteed.

[27] proposed a cluster-based group key management scheme. Instead of depending on the
collaboration of neighboring nodes to acquire a group key, this scheme lets CHs generate and
distribute the group key to the nodes within the cluster. The total number of groups is determined
by the sink node. For each group, an unique 2t-degree bivariate polynomial g(x, y) is constructed,
and each node (including the CH) u is loaded with its personal secret g(u, y). After deployment,
the algorithm proposed in [44] is adopted to help with CH election and cluster formation. Each CH
uses an one-way hash function and the identifier (ID) of its member nodes to construct hierarchical
keys, which are then unicasted to its corresponding member nodes. When a CH wants to derive
the current group key, it broadcasts a request message to the nodes within its cluster. Upon the
reception of this request message, each node u willing to trust the CH returns its personal secrets
g(u, y), where y is the current group key version. After successfully receiving t personal secrets, CH
derives the current group key by following the threshold secret sharing scheme [45]. Afterwards,
CH unicasts the current group key to its members using the hierarchical keys.

When a compromised CH is detected, the sink node informs the members of the compromised
cluster to begin a new CH election process. If a normal node A is compromised, first, its CH deletes
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the hierarchical key shared with it, then, the CH of the compromised node sends a group rekeying
message to other CHs in the same group to invoke the group key update process. [27] addressed
the problem of node isolation suffering in [26] and [46]. When a CH could not reconstruct the
group polynomial, it sends a cluster dissolving message to the sink node and its innocent members.
Subsequently, it deletes all its hierarchical keys with its members, and unicasts a joining message
(including all the IDs of its innocent members) to other CHs. However, when a new node is added
to the network, it may use an obsolete group key, as the new node is not synchronized with the
group rekeying process. On the other hand, without time-synchronization, the group key used for
communication between two arbitrary nodes may be inconsistent. Moreover, it does not indicate
how to select the parameter t appropriately to achieve the desired level of security and reliability.
In addition, a normal node under the control of an adversary may return false shares to the CH.

Motivated by the analysis results of Chadha’s rekeying protocol [46], [28] proposed a robust
pairwise rekeying protocol for hierarchical wireless sensor networks to prevent node capture at-
tacks. The characteristic of the perturbation polynomial [47] is exploited for the proposed rekeying
scheme. In [28], the rekeying protocol can be divided into three phases: system initialization,
pre-distribution of perturbed polynomials and key establishment and rekeying.

In the system initialization phase, a large prime number q and the minimal integer l which
satisfies 2l > q are chosen based on the size of the network. An offline authority arbitrarily
constructs a bivariate symmetric polynomial f(x, y). Afterwards, the method described in [47] is
used to construct the legitimate ID set S for sensor nodes and generate the perturbation polynomial
set Φ. Regarding a positive integer r (r < l), any polynomial φ(x) ∈ Φ should satisfy ∀x ∈ S, φ(x) ∈
0, ..., 2r − 1.

In the pre-distribution of perturbed polynomials phase, before deployment, each cluster head l
needs to be loaded with an unique ID CHl ∈ S and a perturbed polynomial gCHl

(y) = f(CHl, y)+
φCHl(y) = gCHl(y)+φCHl(y). Similarly, each sensor node (SN) m is also preloaded with an unique
ID SNm ∈ S and a perturbed polynomial gSNm(y) = f(SNm, y) +φSNm(y) = gSNm(y) +φSNm(y).
In addition to the unique ID and the perturbed polynomial, all sensor devices (SNs or CHs) are
equipped with an one-way hash function Hk(x), the returned hashed value of which is based on
the most significant k bits of x.

In [28], the original pairwise key establishment is treated as a rekeying process. After the con-
struction of the hierarchical network, CH l randomly generates a new t-degree univariate rekeying
polynomial function pCHl(y) at the begin of each rekeying phase. For each of its member sensor
nodes SNm, CHl updates the corresponding pairwise key KCHl,SNm = H l−r(pCHl

(SN i)). At
the same time, CHl uses the newly generated pCHl(y) and the preloaded polynomial gCHl

(y) to
construct a master polynomial wCHl

(y) = pCHl(y) + gCHl
(y). Thereafter, the CH broadcasts its

ID and the master polynomial wCHl
(y) to all of its member nodes.

After receiving the broadcast message, each SNm evaluates the preloaded polynomial gSNm(y)
and the received wCHl

(y) separately. Upon the evaluation, three candidate keys are calculated
[28]. Subsequently, an encoded message E(msg,KCHl,SNm) is sent using piggybacking from CH l

to SNm as a unicast message. For SNm, one of the previously calculated candidate keys that can
successfully decode this message will be determined as the new pairwise key.

Compared with traditional polynomial based rekeying protocols, the proposed scheme achieves
higher robustness against node capture attacks. Performance analysis results in this work show
that their proposed protocol outperforms Chadha’s scheme in terms of the total computation
complexity and total communication overhead. Compared to Chadha’s scheme, the compromised-
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resilient pair-wise rekeying scheme achieves both forward and backward secrecy. However, it does
not indicate a method to revoke captured/compromised nodes, especially for the CHs. Once a CH
is captured, it may launch a revocation attack, resulting in significant traffic congestion and energy
depletion. When the pairwise keys are updating, nodes may not be able to send data to their CH,
since the pair-wise keys known to them (nodes and their CH) may be inconsistent. Moreover, this
scheme does not indicate how to establish pairwise keys between newly deployed nodes and the
existing ones.

3.1.3. Deterministic sequence-number-based scheme

After analyzing OTMK [48], which is vulnerable to resource exhausting attacks and DoS attacks,
[29] proposed an energy-efficient distributed deterministic key management scheme (EDDK) to
securely establish and maintain the pairwise keys and the local cluster key. It assumes each node
A, before deployment, is loaded with a network-wide pseudorandom function f and a network-wide
initial key KI . Also, node A has a local cluster key which is shared with all its neighbors. The
initial key KI is used to compute the node’s individual key, from which a separate encryption key
and a message authentication code (MAC) key are derived. In EDDK, each node not only needs
to store the pairwise keys and the local cluster keys but also needs to keep its own public and
private keys. In addition, each node also needs to store a neighbor table to maintain the keys
(including the pairwise key and the local cluster key) and the sequence numbers. EDDK has three
phases: key establishment, data transfer and key maintenance. The last phase includes key update,
compromised key revocation, new node joining and mobile node joining.

In the key establishment phase, each node A computes its individual key Ka, generates a
sequence number SNa and broadcasts a network joining message to determine its neighboring
nodes. Finally, the pairwise key Kab between neighboring nodes A and B is established with
the individual keys (e.g., Ka and Kb) and the random sequence numbers (e.g., SNa and SN b):
Kab = f(Ka ⊕Kb, SNa ⊕ SN b).

In the key maintenance phase, the key update process occurs when one or more sensor nodes
are compromised or when the lifetime of a pairwise key is reached. The node whose ID is smaller
would generate a pairwise-key rekeying message and invoke the key update process. When the
local cluster key of a node reaches its lifetime, the node broadcasts a similar key update message.

When a new node N wants to set up pairwise keys with its neighbors, it broadcasts a new-join
message. Upon hearing the broadcasted new-join message, each new node W and existing node
B verifies the elliptic curve digital signature algorithm (ECDSA) [49] signature of node N . After
verifying the legality of node N , for two new nodes, they can follow the key establishment phase
to calculate the pairwise key between them. For the pairwise key negotiation between a new node
and an existing node, the existing node B broadcasts a response message. Thereafter, with their
own private key and the other’s public key, both nodes N and B could independently compute the
pairwise key Knb = snPb = sbPn. If a node A moves to a new location, it will broadcast a rejoin
message. After verification, all of the three kinds of pairwise key (pairwise key between two mobile
nodes, pairwise key between a mobile node and a new node and pairwise key between a mobile
node and an existing node) can be computed using one’s private key and the other’s public key.

In EDDK, as long as the ID of a node and the sequence number field are in the neighbor
table, replay attacks will fail at the receiver node. The Sybil attacks and node replication attacks
will also fail because the attacker does not possess all information (the sequence numbers and the
pairwise key) required for message authentication. However, as one sensor node must establish
the pairwise keys with all its neighbor and keep a neighbor table, EDDK may not be applicable
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in dense networks where each sensor node has many neighbors. Furthermore, since the number of
entries in a neighbor table is limited, there may be cases in which a trusted mobile node is unable
to establish pairwise keys with its new neighbors and, as a result, cannot join the network. In
order to defend against selective forwarding attacks, a promiscuous mode is used for each node to
overhear data transmission among its neighboring nodes. However, higher energy consumption is
associated with the promiscuous listening mode, which may influence the lifetime of the network.

3.2. Centralized dynamic key management schemes

Centralized dynamic key management is a set of mechanisms that uses a single central key
controller, such as a base station or third party, to manage and replace key materials on the
network’s nodes. This central key controller is globally responsible for the key management.

Compared with distributed dynamic key management, it is impossible for compromised sensor
nodes to sabotage the node eviction process. However, in centralized dynamic key management,
there can potentially be a large latency in revoking/distributing cryptographic keys due to that
messages should be routed multi-hops from the central key controller to the desired sensor nodes;
while in distributed dynamic key management, the revocation/distribution of cryptographic keys
is much faster due to the fact that messages need to be broadcasted only a few hops to reach the
local destination [30].

In this subsection, centralized dynamic key management schemes are classified according to
their network structures as flat, hierarchical and heterogeneous. In flat networks, all nodes play
the same role or functionality while hierarchical network schemes aiming at constructing different
hierarchies (cluster or tree) to reduce data communication for rekeying. Heterogeneous-based
schemes utilize nodes with different energy, memory and computational capability to organize the
whole network.

3.2.1. Flat network-based schemes

KeyRev [30] is an efficient scheme for removing compromised sensor nodes from WSNs. KeyRev
assumes that all the sensor nodes can communicate with the base station directly. Each node
maintains four kinds of keys: the pairwise key, the path key, the encryption key and the MAC key.
In KeyRev, the lifetime of a WSN is partitioned into sessions. The session key is disseminated
regularly by the base station to all the sensor nodes in the network. Both the encryption key
and the MAC key are bound to the session key and are renewed with the update of the session
key. Consequently, the key revocation problem is reduced to the session key update problem. The
session key distribution can be divided into three phases: setup, broadcast and session key recovery.

The setup server randomly picks m 2t-degree masking polynomial hi(x) (i ∈ 1, 2, ..,m). Then,
each sensor node Aa is loaded with its personal secrets, {h1(a), h2(a), ..., hm(a)}. The base station
also loads the polynomial hi(x). For each session key Ki, the setup server randomly picks a t-degree
polynomial pi(x) and constructs qi(x) = Ki − pi(x).

In the broadcast phase, each node maintains a node revocation list which includes all the com-
promised sensor nodes’ identifiers. For a given set of compromised group members R = r1, r2, ..., rw
(w ≤ t) in session i, the base station broadcasts the shares of the t-degree polynomial pi(x) and qi(x)
to non-compromised nodes: B = R ∪ {Pi(x) = gi(x)pi(x) + hi(x)} ∪ {Qi(x) = gi(x)qi(x) + hi(x)},
where gi(x) = (x− r1)(x− r2)...(x− rw).

Upon receiving this broadcast message, a non-compromised sensor node Aa computes pi(a) and
qi(a), and finally, calculates the new session key Ki = pi(a) + qi(a). Since the compromised sensor
node rj (j ≤ t) is not able to recover pi(j) and qi(j) (because gi(j) = 0), it cannot recover the
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new session key, making it impossible to derive the encryption key Kencr and the MAC key Kmac,
resulting in the revocation of the compromised sensor node.

KeyRev is immune to revocation attacks in which a compromised sensor node can launch the
session key distribution and update process. In KeyRev, in order to join the network, new sensor
nodes must be loaded with pre-distributed key materials (include pairwise key, path key, encryption
key and MAC key) and the m personal secrets. KeyRev heavily depends on the accuracy of the
compromised nodes detection scheme and the timeliness of the session key update process. Once
the session key is not updated in time, the encryption key and the MAC key will be disclosed. Thus,
an adversary can make use of the captured keys to inject false data into the network. Moreover,
the duration of each session is not determined and discussed, and, KeyRev was simulated and
evaluated under ideal condition rather than environments with diverse attack models. In KeyRev,
the base station is trustworthy, however, this assumption may not be true in security-critical
scenarios. Based on KeyRev, mKeying [31], in which the assumption of the trusted base station
can be removed, was proposed to address the problem of revoking both compromised base stations
and compromised sensor nodes.

An Energy-Efficient Key Management protocol (EEKM) [32] was proposed for large scale
WSNs. In EEKM, it is assumed that the base station can broadcast a message to all sensor
nodes and the base station cannot be compromised. Sensor nodes are divided into different virtual
and regional groups. Each node is preloaded with an initial master key (IK ) to generate its group
and pairwise keys. EEKM is a regional group-oriented rekeying strategy. In EEKM, different kinds
of keys are used, and all of them, except the secret key shared with the base station, are derived
from the initial master keys.

[33] presented a key revocation protocol for WSNs that follows the group communication
paradigm. This scheme makes use of a key service to revoke compromised nodes from the group.
The key service maintains a revocation-tree to remove a compromised node B. A sensor node A
stores a key-set KeyRing(A), which is a subset of the current keys associated with the internal
nodes lying on the path from the root to the leaf associated with A. Once one internal sensor node
B along the path is compromised, all keys in the KeyRing(A) must be renewed. This scheme im-
proves the protocol scalability and increases the network lifetime by reducing the number and the
size of rekeying messages. However, the one-way functions used to authenticate rekeying messages
share the same deficiencies with µTESLA [50], such as delayed authentication, supporting only
limited number of broadcast senders and vulnerability against DoS attacks.

3.2.2. Hierarchical network-based schemes

In Spanning Tree Key Management (STKM) [34], a tree is built for rekeying. Each sensor node
A is loaded with three keys: Ka,BS , KBS,a and Kr. Ka,BS and KBS,a are shared with the base
station to encrypt/decrypt the messages sent by A and BS separately. Kr is shared by all nodes
of the network. The rekeying process is launched by the base station periodically to refresh Kr.

To construct the spanning tree, a Hello message, initiated by the base station, is broadcasted
within the network until all nodes join the tree. Once a node A suspects a neighboring node (son
node or father node) to be malicious, it sends a REFRESH-REQ message to its father on the tree.
This message goes upward until it reaches the BS, which finally broadcasts a REFRESH message
within the tree. When a son node of the BS receives the REFRESH message, it replaces the key
Kr by the new one, and then encrypts and forwards the REFRESH message of the BS to its sons.
This way, the REFRESH message goes downward within the tree till reaching all the sensor nodes.
Finally, every sensor node gets a new global key.
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Figure 3: Procedure of cluster-based key renewal (Source [35]).

When a new node N wants to join the network, it broadcasts a JOIN message. Upon the
reception of the JOIN message, each node A in the transmission range of the new node generates
and broadcasts an acknowledge message. The new node sends out a Father message to declare the
sender of his first received acknowledge message as his father. Afterwards, the father node adds
the newly deployed node in its sons list, and the surrounding nodes that heard this Father message
add the new deployed node to their neighbors list in the spanning tree.

In STKM, the storage overhead is acceptable for current sensor nodes, as each node only needs
to keep two keys with the base station, one global key and d′ (the number of sons) keys with its sons.
Moreover, STKM has a low complexity communication: each node sends a message and receives
d (the number of neighbors) from its neighbors. STKM can resist against node capture attacks.
However, if captured nodes cannot be detected timely, they may continuously send REFRESH-REQ
message to consume the energy of intermediate nodes and finally evict trusted nodes. With the
growth of the network size, the communication overhead of the network associated with refreshing
Kr grows dramatically. Furthermore, in STKM, all data encryption keys are derived from the
global key. Once this key is captured, the entire data communication is exposed to adversaries.
Finally, STKM neither introduces an approach to detect a compromised/captured node nor a
method to determine the re-keying period.

[35] outlined two security flaws (the use of a single group key and updating the compromised keys
with non-compromised keys) of the existing group key renewal schemes and proposed a lightweight
key renewal scheme to evict the compromised nodes, which is depicted is shown in Figure 3. It
includes four steps. The pairwise key generation step is only invoked at the network boot-up
time, while the other three steps are repeated in a periodical manner until the extinction of the
network. To secure the communication from the nodes to the BS, two kinds of keys are required.
One kind is used for the data transmissions from nodes to their CH, which is called intra-cluster
keys. The other kind is used for the communication from the CH to the BS which is called CH-BS
keys. Each node establishes pairwise keys with its neighbors using its ID and the network-wise
key. This scheme periodically renews the cluster organization rather than renewing the pairwise
keys. The cluster organization procedure is invoked regularly using a timer. The node with the
lowest identifier and the highest energy reserves among the neighbors becomes the CH during each
cluster organization period.

Once a CH recognizes a compromised node, it appends the list of compromised nodes to the
aggregated data which is finally transfered to the BS. When its timer expires, the BS broadcasts its
clock time and the list of compromised nodes. Then the innocent nodes construct a secure cluster
structure in the next cluster organization time by rejecting the communication with the blacklisted
nodes. After the completion of the cluster organization process, each CH generates a CH-BS key by
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XORing all pairwise keys shared with its members and sends the BS its membership. Since the BS
is the dealer of the network-wide key, the pre-assigned keys of the CH as well as its members, it can
easily generate the same CH-BS key using the received cluster membership information. Simulation
results demonstrate that this approach is more compromise tolerant and more energy efficient than
SHELL [22]. Nevertheless, it shares the high energy consumption problem with all hierarchal
algorithms (e.g., LEACH [51]) related to cluster formation and maintenance. Moreover, if the time
period for cluster organization is very short, it increases communication overhead significantly; if
it is too long, this scheme will be attackable.

[36] proposed a location-aware dynamic session-key management for grid-based WSNs. The
generation of dynamic session keys is based on the DARQ scheme [52], one-way hash function,
a “two-way” mutual authentication and a symmetric encryption mechanism. One node with the
largest residual energy in a grid will be selected as the cluster node. A base station sends a
request packet to the cluster node in its grid to know whether there has been an interesting event.
Upon receiving the request packet, the cluster node sends a reply packet back to the base station
. When a cluster head detects an event, it broadcasts a packet to all the cluster nodes. In the
proposed scheme, after each data transaction, both the session key (to secure communications
between the cluster node and the sensor node) and the message key (to encrypt and decrypt the
updated-key messages) of each sensor node are updated. Compared to DARQ, the location-aware
dynamic session-key management scheme is more robust against various attacks, however, the
energy consumption is much higher than that of DARQ. In addition, the proposed scheme does
not have a method to revoke compromised sensor nodes/cluster node or to distribute keys for newly
joined sensor nodes.

3.2.3. Heterogeneous network-based schemes

[37] used the concept of genetic algorithms to design appropriate key-generating functions for
rekeying. The network consists of the sink node, headers and sensor nodes. The sink node is
responsible for generating appropriate key-generating functions (sets of code slices) and distribut-
ing them to headers and sensor nodes. Each possible key generating function is encoded as a
chromosome. Those chromosomes which satisfy certain power-consumption constraints and have
relatively high fitness values [37] are selected for rekeying. The energy consumption of this scheme
is controllable, as it only chooses chromosomes with a relative low power-consumption. However,
the code-slice pool should be very large, otherwise, most of the chromosomes for different rekeying
processes may be the same. Furthermore, it works with the strong assumption that an adversary
cannot compromise any sensor node in a certain time limit t.

[38] proposed a key agreement algorithm for WSNs using public key cryptography. The network
is composed of a gateway and some sensor nodes. The gateway is less resource constrained and
tamper-resistant. The gateway is assumed to be able to detect nodes’ capturing and the sensor
nodes are aware of their locations. After deployment, sensor nodes establish pairwise keys among
them according to a specific routing algorithm, instead of loading full pairwise keys of all the
neighboring nodes. The sensor nodes are grouped into clusters. The gateway generates a session
key for each cluster and sends it to CHs. This session key can be updated periodically upon the
discovery of a captured node or when a node reaches its lifetime. When a new node wants to join
the network, it needs to be preloaded with its public and private keys and the gateway’s public
key. This approach achieves good storage efficiency, as it only establishes pairwise keys for sensor
nodes in the Routing-Path-Table of the gateway, furthermore, both forward and backward secrecy
are achieved. However, a number of captured nodes may collude and collectively reveal all the
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Figure 4: Construction of an one-way hash chain.

session keys.
[39] provided a forward authentication key management scheme for heterogeneous sensor net-

works. This heterogeneous network includes the BS, powerful high-end sensors (H-sensors) and
low-end sensors (L-sensors). The H-sensors work as cluster heads. It assumes that H-sensors can
directly communicate with the BS, while L-sensors can only communicate with each other through
a H-sensor. The proposed scheme loads the same hash function into the BS, H-sensors and L-
sensors. The BS generates key-chains for H-sensors. Thereafter, the keys in the key-chain are
used for transmitting messages between a H-sensor and its member L-sensors. Figure 4 shows the
construction of an one-way hash chain. When a compromised node is discovered by the BS, the
BS broadcasts a revocation message to all H-sensors. Then, the corresponding H-sensor forwards
the revocation message to its member L-sensors to remove the ID of the compromised node. After-
wards, the H-sensor uses the pairwise key to encrypt new communication key for L-sensors. When
the last key in the key-chain has been used and the H-sensor has sufficient power, a new key-chain
will be created and the new key will be distributed with the pairwise key. This proposed scheme de-
creases the memory and computational requirements of L-sensors and the more powerful H-sensors
are robust to various attacks, for example, guessing attacks, replay attacks and man-in-the-middle
attacks.

4. Summary and Future Research Directions

Table 1 summarizes our analysis of the surveyed dynamic key management schemes, considering
the security metrics. In Table 1, regarding resilience, “High” means that the compromised node
cannot affect non-compromised nodes, “Medium” refers to the compromised node only affects his
neighbors, and “Low” denotes the compromise of one node leads to the compromise of the whole
network. Table 2 summarizes the efficiency and flexibility properties of the surveyed schemes. Here,
memory refers to the memory consumption per normal node. Processing describes operations
required per key generation and distribution. Speaking of scalability, “High” refers to that no
further cost (storage, communication and computation) is induced when one node is added to the
network, “Medium” implies the cost induced is reasonable, while “Low” means that high costs
are generated with the addition of one node. The upper part of both Table 1 and 2 shows the
distributed key management schemes, while the lower part presents the centralized ones.

As pointed out in Section 3.2, centralized dynamic key management schemes rely on a single
authority to generate or distribute new keys. However, this base station or third party can become
a single point of failure as well as an obvious attack target. Therefore, new schemes should be
proposed to secure the base station or third party. On the other hand, the privilege deprivation
protocol presented in [53] can be applied to restrict the privilege of the centralized authority
immediately when its failure and compromise has been detected.
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Table 1: Summary of security analysis

Scheme
Security metrics

Forward and back-
ward secrecy

Collusion resistance Resilience Node revocation

SHELL [22] Both Partial
Depends on k and the
probability that two
nodes share a key

Revoke a compromised CH through
cluster reorganization or revoke a
non-CH node locally

LOCK [23] Both Partial
Depends on k and the
probability that two
nodes share a key

Revoke a compromised CH with the
BS or revoke a non-CH node locally

B-PCGR [26] Backward secrecy At most µ µ-secure Revoke the group key

C-PCGR [26] Backward secrecy At most µ µ-secure Revoke the group key

Cluster-based [27] Both At most t t-secure
Remove the hierarchical key of the
compromised node and revoke the
group key

Compromise-resilient [28] Both Yes High N/A

EDDK [29] Both Yes High
Remove the keys for revoke ID and
revoke the local cluster key

KeyRev [30] Both No t-secure Revoke the session key

EEKM [32] No No Medium
Revoke the group key and update
the initiate master key

Key revocation [33] No No Low
Revoke all the keys of nodes in the
path

STKM [34] No No Medium
Remove node ID and revoke the
global key

Cluster-based key renewal [35] No No Medium
Revoke compromised CHs and nor-
mal nodes through cluster reorgani-
zation

Location-aware [36] No No Low N/A

GA-based [37] Both No Medium No

Key agreement [38] Both No High
Remove the ephemeral random key
and revoke the session key

Forward authentication [39] No No Medium Remove node ID

Security and efficiency are two conflicting objectives that a dynamic key management scheme
need to achieve. On the one hand, strong security protocols usually require larger amounts of
memory and higher power consumption. On the other hand, the constraints on hardware resources
of the sensor platform prohibit sensor nodes from being equipped with strong security contributes.
The summary results in Table 1 and Table 2 show there is no one-size-fits-all solution for dy-
namic key management in WSNs. However, there are still several opportunities for dynamic key
management to utilize the constrained resources of sensor nodes effectively. An obvious manner
to improve the efficiency and scalability of most schemes is to reduce the amount of information
exchanged between nodes. This is the case of the cluster-based key renewal scheme [35], which
does not need keys of member nodes to be transfered to generate a new CH-BS key. The PCGR
and cluster-based group key management scheme can be modified in this manner. Compared to
processing or storage, the communication between nodes is much more expensive in current sensor
node platforms [54].

Another observation concerning security is the use of public key cryptography, which supports
end-to-end security. From this survey, it can be seen there are only few solutions based on public
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key cryptography. A promising approach for key management in WSNs is to combine the merits of
both public and symmetric cryptographic techniques, in which each node is equipped with a public
key system to establish end-to-end symmetric keys with other nodes as that is used in EDDK [29].
Another critical issue that arises from this approach is the development of more efficient public
key algorithms and their implementations which can be widely used on current sensor nodes [3].

In many existing schemes, the revocation of a compromised node requires many keys to be
revoked [34, 29, 30], which leads to serious impacts on the network connectivity. Future research
should especially seek techniques for compromised node discovery and develop efficient methods to
revoke those nodes. In dynamic key management, keys are supposed to be updated periodically.
However, none of the existing protocols have decided and analyzed the key update period, which
may depend on node failure detection, compromised node discovery, data traffic volume and extra
processing load incurred by all nodes. Also, dynamic key management in special WSNs, such as
sparse WSNs [55] and mobile WSNs [56] are still open research fields. Moreover, the authentication
delay introduced in key-chain-based broadcast authentication mechanisms cannot satisfy real-time
applications. Furthermore, there are many potential ways to disrupt the time-synchronization
required in broadcast authentication techniques. Hence, the development of time-synchronization
independent broadcast authentication mechanisms is another promising area for researchers.

5. Conclusion

In this paper, we presented an overview of state of the art dynamic key management schemes in
WSNs. With the wide application of WSNs, as one of the fundamental security issues, dynamic key
management is attracting more attention from the researchers and industrial engineers and many
schemes were already proposed. We discussed the basic requirements of dynamic key management
in WSNs, surveyed the proposed schemes for these environments and highlighted the security and
performance advantages and disadvantages of each scheme. Finally, we have summarized and
analyzed these techniques according to the discussed evaluation metrics. In summary, it is not
possible to find one single perfect scheme can perform well in all evaluation metrics as each of
them has some definite strengths, weaknesses and suitability for specific situations. The ultimate
objective of this study is to encourage more researchers to design and improve potential proposals
in dynamic key management for wireless sensor networks.
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